## Lecture 36

PM in Bipartite Graphs, Error Reduction
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PM Problem: Given a bipartite graph $G=(V, E)$ with equal size partitions, determine whether there exist a perfect matching in $G$.

## Example:



APM is a permutation from $[n]$ to $[n]$
PM on the left is a 2143 permutation.
perfect matching exists
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Observation: $G$ has a perfect matching iff $X$ has $n x_{i j}$ entries such that in every row and column there is exactly one of the $n$ entries.
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The determinant of an $n \times n$ matrix $X$ is defined as:

$$
\operatorname{det}(X)=\Sigma_{\sigma \in S_{n}}(-1)^{\operatorname{sgn}(\sigma)} \Pi_{i=1}^{n} X_{i}, \sigma(i)
$$

where $S_{n}$ is the set of all permutations of $[n]$ and $\operatorname{sgn}(\sigma)$ is the parity of the number of pairs $(i, j)$ in $\sigma$ such that $i<j$ and but $\sigma(i)>\sigma(j)$.

Observation: Previously defined $X$ has $n x_{i j}$ entries such that in every row and column there is exactly one of the $n$ entries iff $\operatorname{det}(X)$ is a non-zero polynomial.

Corollary: $G$ has a perfect matching iff $\operatorname{det}(X)$ is a non-zero polynomial.
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